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Abstract—We consider the problem of achieving input-to-state
stability (ISS) with respect to external disturbances for control
systems with quantized measurements. Quantizers considered in
this paper take finitely many values and have an adjustable
“center” and ‘zoom” parameters. Both the full state feedback
and the output feedback cases are considered. Similarly to
previous techniques from the literature, our proposed controller
switches repeatedly between ‘“zooming out” and ‘“zooming in”.
However, here we use two modes to implement the “zooming in”
phases, which allows us to attenuate an unknown disturbance
while using the minimal number of quantization regions. Our
analysis is trajectory-based and utilizes a cascade structure of
the closed-loop hybrid system. We further show that our method
is robust to modeling errors using a specially adapted small-
gain theorem. The main results are developed for linear systems,
but we also discuss their extension to nonlinear systems under
appropriate assumptions.

Index Terms—Quantized systems, Stability of hybrid systems,
Input-to-state stability (ISS), Disturbances

I. INTRODUCTION

quantizer is a device that converts a real-valued signal
A into a piecewise constant one taking a finite set of values.
In the context of feedback control systems, the real-valued
signal is either the measurable output of the system or the
control input. Quantization is generally a constraint related
to the implementation of the control system. Digital sensors,
digital controllers and data links with limited date rate are
typical in many implementations of control systems, and they
all induce some degree of quantization.

The study of the influence of quantization on the behavior of
feedback control systems can be traced back at least to [1]]. In
the literature on quantization, the quantized control system is
typically regarded as a perturbation of the ideal (unquantized)
one. Two principal phenomena account for changes in the
system’s behavior caused by quantization. The first one is
saturation: if the quantized signal is outside the range of
the quantizer, then the quantization error is large, and the
system may significantly deviate from the nominal behavior
(e.g., become unstable). The second one is deterioration of
performance near the target point (e.g., the equilibrium to
be stabilized): as this point is approached, higher precision
is required, and so the presence of quantization errors again
distorts the properties of the system. These effects can be
precisely characterized using the tools of system theory, specif-
ically, Lyapunov functions and perturbation analysis; see, e.g.,
2], [3], [4] for results in this direction. We refer to this
line of work as the “perturbation approach”. The more recent
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work [3]], also falling into this category, is particularly relevant
because it reveals the importance of input-to-state stability for
characterizing the robustness of the controller to quantization
errors for general nonlinear systems.

An alternative point of view which this paper follows,
pioneered by Delchamps [3]], is to regard the quantizer as
an information-processing device, i.e., to view the quantized
signal as providing a limited amount of information about
the real quantity of interest (system state, control input, etc.)
which is encoded using a finite alphabet. This “information
approach” seems especially suitable in modern applications
such as networked and embedded control systems. The main
question then becomes: how much information is really needed
to achieve a given control objective? In the context of sta-
bilization of linear systems, one can explicitly calculate the
minimal information transmission rate that will dominate the
expansiveness of the underlying system dynamics. Results in
this direction are reported in [6], [4]], [Z], [8], [9], [10] and in
the papers cited in the next paragraph; [11l], [12], [13], [14]
provide extensions to nonlinear systems.

All the aforementioned works only addressed stability in the
absence of external disturbances. Several papers did address
the issue of external disturbances, differing mainly in the sta-
bility property they aim to achieve and in their assumptions on
the external disturbance. Papers [15], [16] and [17] designed
a controller which guarantees stability only for a disturbance
whose magnitude is lower than some known value. In the paper
[ 18] mean square stability in the stochastic setting is obtained
by utilizing statistical information about the disturbance (a
bound on its appropriate moment). The paper [19] designed a
controller with which it is possible to bound the plant’s state
in probability. With the expense of one additional feedback
bit, no further information about the disturbance is required.
Note that these two latter papers use (and prove) stochastic
stability notions. All of these papers followed the information
approach. Deterministic stability for a completely unknown
bounded disturbance was initially shown in [20]]. By general-
izing the perturbation approach of [4]], [S], the deterministic
stability property achieved in [20] is input-to-state stability
(ISS) which, apart from ensuring a bounded state response to
every bounded disturbance, also ensures asymptotic stability
(convergence to the origin) when the disturbance converges
to zero. The approach of [20] was also shown to produce ¢
stability in [14] (also, [21]]).

In this paper we also address the problem of achieving
ISS for deterministic systems and completely unknown dis-
turbances. In contrast to [20], which followed the perturbation
approach, our first and main contribution here is that we do
this following the information approach. The main advantage
of using the information approach is that it requires fewer, pos-



sibly many fewer, quantization regions, which also translates to
lower data rate. As a result, a better understanding is achieved
of how much information is required for ISS disturbance
attenuation. In fact, when all state variables are observed
(quantized state feedback) we are able to achieve a data rate
which can be arbitrarily close to the minimal data rate required
for stabilization with no disturbance. We stress that following
the information approach and not the perturbation approach
necessitates significantly different design and analysis tools
than what is described in [20].

Our second contribution is that we also consider the case
where the state space is only partially measured, the situation
commonly referred to as output feedback. This is a signifi-
cant generalization of the approach described in [10], where
only a specific observer was given and no disturbances were
considered. The papers [18], [19] and [13] do formulate a
system with output feedback, but it is assumed there that a
state estimate is generated before the quantization is applied
([13] does not deal with disturbances). Here we generate the
state estimate from the quantized measurements. We argue that
this setting is much more reasonable when the quantization
is due to physical or practical constraints on the sensors (as
opposed to just a data rate constraint); refer to Remark [2| for
more details. We emphasize that our results are novel even for
the state feedback case.

Our third contribution is establishing stability under mod-
eling errors where the system model is known only approx-
imately, and may also vary over time. We show that under
small enough modeling errors the system remains ISS in a
local practical sense. We prove this robustness result using a
specially adapted small-gain theorem.

The paper is organized as follows: In §II-A| we define the
system and the specific quantizer we use; in we define
the desired stability property, an extension of the ISS property;
in §III) we present the proposed controller; in we state and
prove our main results; in §V|we show that we can arbitrarily
approach the minimum data-rate for the unperturbed system;
finally, in §VI| we show how our results can be extended to
nonlinear systems. We defer to part |Al of the appendix the
proofs of our technical lemmas. In part [B| of the appendix we
show that the small-gain theorem applies to our modified ISS
notion.

II. PROBLEM STATEMENT
A. System Definition

The linear continuous-time dynamical system we are to
stabilize is as follows (t € Rx():

a (t) = Az (t) + Bu (t) + Dw (1), z(0) = xo
y (t) = Cz (t) (1)

where x € R"= is the state, xy € R™= is an unknown initial
condition, uw € R™ is the control input, w € R"» is an
unknown disturbance, assumed to be Lebesgue-measurable
and locally bounded, and y € R™ is the measured output

While y is what the sensors measure, we assume that the in-
formation available to the controller is z : {kT; |k € Z>o } —

R™, which is a sampled and quantized version of y:

z(kTS) = Q(y (kTs);c(kTs)vﬂ(kTs» (2

where () is a quantization function and 75 > 0 is the
time-sampling interval. The quantization parameters, c
{kTs |]€ € Zzo} — R™ and JU {k'Te |k S Zzo} — Ry,
are generated by the controller. For convenience we use the
notation zy = z (kTs), and similarly for other variables, so
becomes zy = Q (yy; Ck, i ). We refer to the special case
where C' = I, the identity matrix, as the quantized state
feedback problem. We refer to the general case where C' is
arbitrary as the quantized output feedback problem.

We consider the following (square) quantizer. Assume
N, the number of quantization regions per observed di-
mension, is an odd number. The quantizer is denoted by
(Qh e Qny)T = @ (y; ¢, ) where each scalar component
is defined as follows (see Figure [I] for an illustration):

Qi (mse,p) =it 3)
(-N+1)/2 v < (-N+2)p
(N —-1)/2 (N=2p<zi—c
[(x; — (c; +p)/ (2n)] otherwise.

We refer to ¢ as the center of the quantizer, and to p as the
zoom factor. Note that what will actually be transferred from
the quantizer to the controller will be an index to one of the
quantization regions. The controller, which either generates the
values ¢ and p or knows the rule by which they are generatedﬂ
uses this information to convert the received index to the value
of @ as given in ().

Remark 1: Our results, except for those in apply to a
more general family of quantizers. For an arbitrary quantizer,
we denote by Q (e, ) the (finite) set of possible values of
Q (;¢, 1). A quantizer belongs to the family of quantizers to
which our results apply if there exist real numbers M > 1 and
0 < H < N —1 such that for all y, ¢ and p there exists a set
Ornt (e, 1) € Q (e, p) for which the following implications
hold with an arbitrary choice of norm:

21 %

ly —c| < Mp
ly —c| < (M —H)p

= Q(y;e,p) —yl<p
= Q(y;c,p) € Qrnr (c, 1)
Q(yse,p) € Qint (e, 1) = |Q(y5¢,1) —y| < pe

The set Qrnyr is the set of quantization regions
which are bounded in the output space — no further
assumption is needed to bound the quantization error if
the quantizer transmits an index to a region belonging
to Qrnp. It is easy to see that the square quantizer
above belongs to this family with Qinr (y;c,pn) =

{(er +a@ps- o Cny + nyp) ls €{—N+1,N—1},Vi},
M = N and H = 2 when the oco-norm is considered.

IThe quantization parameters ¢ and p can be available to the sensors
(or the sensor side of the communication link) depending on the source of
quantization. When the quantization is due to the limited bandwidth of the
communication, and there is sufficient computation capability on the sensor
side of the communication link, the quantization parameters ¢ and g may
be generated simultaneously on both sides of the communication link. When
the quantization is due to the sensors, and the communication constraints
between the controller and the sensors can be neglected, these quantities can
be generated by the controller only and then sent to the sensors.
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Fig. 1. Illustration of the quantizer for the two-dimensional output subspace,
N = 5. The dashed lines define the boundaries of the quantization regions.
The black dots define the quantization values.

Remark 2: In the literature on quantization there appear to
be two different methods of positioning the partial measure-
ment constraint (output feedback) in the feedback loop. One
approach, followed by [[18]], [19] and [L3]], assumes that while
not all the state variables are observed, those that are observed
are measured continuously. These continuous measurements
are fed into an observer that generates a state estimate.
This state estimate is sent through a communication link to
the controller (and thus has to be quantized). The second
approach, followed by [10] and this paper, assumes that the
measurements of the observed state variables are quantized,
and from these quantized measurements a state estimate needs
to be generated. The reason for having two approaches is the
different possible sources of quantization: Both approaches
can handle the case when the communication is the source of
quantization; however, only the second approach can handle
the case when the sensors are the source of quantization.

In this paper we use the oco-norm unless otherwise
specified. For vectors, || = |z|eo = max;|z;|. For
continuous-time signals, [wl|;, ,,, = maxie(r, 1] [w(t)]
[wll = [lwl| o, For discrete-time signals, ||z[|;,, 5., =
MaXpe (ky,... ko } [Zkloos 2] = 2|50, . o0}~ For matrices we
use the induced norm corresponding to the specified norm
(co-norm if none specified). For piecewise continuous sig-
nals we use the superscripts + and — to denote the right
and left continuous limits, respectively: z} = z* (kT,) =
limp oz (KTs +t), ), =x~ (kT,) = limg ~ x (KT + ).

B. Desired Stability Property

The stability properties below are defined for a general
system whose state is & and which is affected by an ex-
ternal disturbance, w. In the presence of a non-vanishing
disturbance, even without quantization we cannot achieve
asymptotic stability. Therefore, we aim for a weaker stability
property: that the system be bounded and converge to a ball
around the origin whose size depends on the magnitude of the
disturbance. Furthermore, when the disturbance vanishes, we
expect to recover asymptotic stability. This desired behavior is
encapsulated by the (global) ISS property, originally defined
in [22] as follows:

€(0) < BUE ()]t —to) +7 (Il ), V2 to 20
“4)

where ~ is a function of class K, and f3 is a function of class
KA

In our system, in addition to the original state variables,
x, the closed-loop system contains other variables. Of these
additional variables, the zoom factor in particular does not
exhibit an ISS relation with respect to the disturbance. A
discussion in [20, §IIT1.B] explains why it is hard and probably
impossible to have both the original state and the zoom
factor exhibit an ISS relation with respect to the disturbance.
Nevertheless, the value of the zoom factor at an arbitrary initial
time affects the ISS relation between the disturbance and the
state. Therefore, the property that we achieve, referred to as
parameterized input-to-state stability, is defined as:

€O < BUE to)] t — toi 1 (t0)) +7 (0] g 11 (1) )
i (t) <6 (I€ly30 ()} o V=80 20 )

where the functions 3 (-, -;-) and 7 (+;-) are of class KL and
class K, respectively. We say that a function 3 : RS, — R>q
is of class L when, as a function of its first two _arguments
with the third argument fixed, it is of class KL, and it is a
continuous function of its third argument when the first two
arguments are fixed. We say that a function v : RZ, — Rxg is
of class K, when as a function of its first argument with the
second argument fixed, it is of class o, and it is a continuous
function of its second argument when the first argument is
fixed. If (E[) only holds locally, i.e. there exist zyax > 0
and wpax > 0 with which () holds for all |€ (0)] < Zmax
and all ||w|| < wpax, then we say that the system has local
parameterized input-to-state stability.

In the case of modeling errors, even this cannot in general
be achieved. Namely, we cannot achieve a global result, only a
local one; furthermore, even with no external disturbance, the
system is only practically stable, not asymptotically stable. The
weaker result we do achieve in the case of modeling error is
local practical input-to-state stability: There exist & nax, Wmax
and 04 max such that if 64 < 04 max Where 04 € R>¢ is a
measure of the modeling errors, then

€] < BUE ()]t —to) +7 (Iwlly, ) +A(6a),
V>t 20 VIEO)] < bmax YWl < Wmax- (6)

In () 5 is a function of class KL, and -y and A are functions of
class K. This property is along the lines of the input-to-state
practical stability (ISpS) [23]. The absence of the dependence
on p in (6] is due to the local nature of this stability property.

ITI. CONTROLLER DESIGN
A. Overview of the Controller Design

Our controller switches between three different modes of
operation. The motivation for each of these modes is given in
this subsection, with a flow chart appearing in Figure [2]

2A function « : [0, 00) — [0, c0) is said to be of class K if it is continuous,
strictly increasing, and «(0) = 0. A function a : [0,00) — [0,00) is
said to be of class Koo if it is of class K and also unbounded. A function
B :10,00) x [0,00) — [0, 00) is said to be of class KL if 3(-,t) is of class
K for each fixed ¢ > 0 and (s, t) decreases to 0 as t — oo for each fixed
s>0.
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Fig. 2. Flow chart of the different modes of operations.

Our quantizer consists of quantization regions of finite size,
for which the quantization error, e, = 2z, — Y, can be
bounded, and regions of infinite size, where the quantization
error is unbounded. We refer to these regions as bounded and
unbounded quantization regions, respectively. Only a subset
of finite size of the infinite-size output space R™ can be
covered by the bounded quantization regions. However, the
size of this subset, referred to as the unsaturated region, can
be adjusted dynamically by changing the parameters of the
quantizer. Our controller follows the general framework that
was introduced in [4], [5] to stabilize the system from an
unknown initial condition using dynamic quantization. In [20]
this approach was developed further to achieve disturbance
attenuation. This framework consists of two main modes
of operation, generally referred to as zoom-in and zoom-out
modes. During the zoom-out mode, the unsaturated region is
enlarged until the measured output is captured in this region
and a state estimate with a bounded estimation error can be
established. This is followed by a switch to the zoom-in mode.
During the zoom-in mode, the size of the quantization regions
is reduced in order to achieve convergence of the estimation
error. This reduction also reduces the size of the unsaturated
region, and eventually the disturbance may drive the measured
output outside this region. To regain a new state estimate with
a bounded estimation error, the controller switches back to the
zoom-out mode. By switching repeatedly between these two
modes, an ISS relation can be established. We use the name
capture mode for the zoom-out mode.

To achieve the minimum data-rate, however, we are required
to use the unbounded regions not only to detect saturation,
but also to reduce the estimation error. We accomplish this
dual use by dividing the zoom-in mode into two modes:
a measurement-update mode and an escape-detection mode.
After receiving r successive measurements in bounded quan-
tization regions, where r is the observability index of the pair
(A,C), we are able to define a region in the state space
which must contain the state if there were no disturbance.
We enlarge this region proportionally to its current size to
accommodate some disturbance. In the measurement-update
mode we cover this containment region using both the bounded
and the unbounded regions of the quantizer. This allows us to
use the smallest quantization regions, leading to the fastest
reduction in the estimation error. However, we cannot detect
a strong disturbance in this mode. Therefore, in the escape-
detection mode we use larger quantization regions to cover the
containment region using only the bounded regions. If a strong
disturbance does come in, we can detect it as the quantized

output measurement will correspond to one of the unbounded
regions.

B. Preliminaries

In this section we assume that A = Ay is fixed and known.
Extension to varying, unknown A will be discussed in §IV-C|
We define the sampled-time versions of A, u and w as (k €
ZZO):

Aqg =exp (TsAo), mp=x(kTs),

Ts
uf = / exp (Ao (Ts —t)) Bu (kTs + t) dt,
0

Ts
wl = / exp (Ao (Ty — 1)) Dw (KT, + ) dt,
0
With these definitions we can write
Tpr1 = Agxy + uz + w‘,ﬁ. 7

We assume that (Ag, B) is a controllable pair, so there exists
a matrix K such that Ao+ BK is Hurwitz. By construction Ay
is full rank, and in general (unless T belongs to some set of
measure zero) the observability of the pair (Ag, C) implies that
(Aq,C) is an observable pair (see [24, Proposition 6.2.11]).
Thus with » € N, the observability index, the matrix

CA;™ ! C
C = bA’l =1 . AT (8)
p :
C CA!

has full column rank. For state feedback systems r = 1 and
C is the identity matrix.

C. Controller Architecture

Our controller consists of three elements: an observer which
generates a state estimate I (¢) (with the notation &) =
% (kTs)); a switching logic which updates the parameters for
the quantizer and sends update commands to the observer;
and a stabilizing control law which computes the control input
based on the state estimate. For simplicity of presentation, we
assume the stabilizing control law consists of a static nominal
state feedback:

u(t) =Kz (t). )

However, any control law that renders the closed-loop system
ISS with respect to the disturbance and the state estimation
error will work with our controller.

Given an update command from the switching logic, the
observer generates an estimate of the state based on current
and previous quantized measurements. We require the state
estimate to be exact in the absence of measurement error and
disturbance, and to be a linear function of the measurements.
For concreteness, we use the following state estimate from [[10]

- N1
which is based on the pseudo-inverse, ct = <CTC> CT.
Zk—rs1+C Z:;ll Ac?iug—r-ﬁ

z, =G (z;ud;kz) =t
Zg—1+ CA;lug_l
2k
(10)



In [25] we presented additional approaches to generate a state
estimate that satisfy the above requirements, and compared
their properties. Note that we must have at least r successive
measurements to generate a state estimate. Therefore, @]) is
defined only for k£ > r—1. In the special case of state feedback,
on which we will comment further as we present our results,
the state estimate is generated simply as & = zj. Between
update commands the observer continuously updates the state
estimate based on the nominal system dynamics:

&(kT,+1) = Agz(kTy+1)+ Bu (kT, +1t),  t€[0,T,).

(1)

D. Switching Logic

The switching logic keeps and updates a discrete time step
variable, £ € N, whose value corresponds to the current
sampling time of the continuous system — at each sampling
time, the switching logic updates &) = & (kT;) where k is the
discrete time step. At each discrete time step, the switching
logic operates in one of three modes: capture, measurement
update or escape detection. The current mode is stored in the
variable mode(k) € {capture, update, detect}. The switching
logic also uses py € Z and saturated(k) € {true, false} as
auxiliary variables.

We assume the control system is activated at k = 0 (t = 0).
We initialize &g = 0, mode(0) = capture, py = 0, and
1—1 = s, where s can be any positive constant and is regarded
as a design parameter. We also have the following design
parameters: o € R, Qo € R such that Qg > [|A4||, and
P € Z such that P > r 4 1. The parameter « corresponds
to the proportional expansion of the zoom factor, u, at each
sampling time. This proportional expansion prevents the state
from leaving the unsaturated region when the disturbance
is small relative to the current value of u. Increasing o,
subject to constraint (T6) below, improves the stability to the
disturbance at the expense of lowering the convergence rate.
The parameter €2, corresponds to the expansion rate of the
zoom factor during the zoom-out phase. The parameter P
corresponds to the number of sampling times between each
initiation of an escape-detection sequence during the zoom-in
phase. Increasing P improves the convergence rate and allows
for the use of fewer quantization regions. However, increasing
P also prolongs the time it takes to detect that the state had left
the unsaturated region due to a large disturbance, and therefore
the stability to disturbances is negatively affected. We also
define

F (k) = | €A Il ooy

which in the case of state feedback reduces to F'(u;k) =
[ Adll -1

At each discrete time step, k, the switching logic is im-
plemented by sequentially executing the following algorithms
(we use the notation (zj); to denote the i-th element of the
vector zp):

12)

Algorithm 1 preliminaries

if mode(k) = capture then

set pp = Qoytfiip—1
else if mode(k) = update then
set
F (u; k) + —r—pp —1—pp
(i = (M ) O‘”ﬂ”{kN DPhk—1;-k—1—pr_1} (13)
else if mode(k) = detect then
set
F(uk)+a —r— Sk—1—py
= (ﬂ ) ||U||{]/\€/v_2pk717.. Jk—1—pr_1} (14)
end if

have the observer record z, = Q (y(kTs); C&y, pr)
if 3¢ such that (z;), = (Cxy), & (N — 1) then
set saturated(k) = true

se
set saturated(k) = false

end if

initialize mode(k + 1) = mode(k)

Algorithm 2 capture mode

if mode(k) = capture then
if saturated(k) then
set pp, =0
else
set pp, = pr—1+1
if p;, = r then
set pp, =0
have the observer update the state estimate:
Z, = G (2;uq; k)
set mode(k + 1) = update
end if
end if
end if

Algorithm 3 measurement update mode

if mode(k) = update then
set pp, = pr—1+1
have the observer update the state estimate:
Tp = G (z;uq4; k)
if pp = P — r then
set mode(k + 1) = detect
end if
end if

Algorithm 4 escape detection mode

if mode(k) = detect then
if not saturated(k) then

set pr, = pr—1+1 )
have the observer update the state estimate:
Zr = G (z;ug; k)

if p;, = P then
set pr, = 0, mode(k + 1) = update
end if
else

set p, = 0, g, = s, mode(k + 1) = capture
end if
end if




IV. MAIN RESULTS
A. The Convergence Property

We define the following convergence property. It implies
that in an infinite sequence in which the switching logic is
never in the capture mode (a result of having no disturbance),
limg oo . = 0. Set p/ as

we =1, ke{0,...,r—1}
F(dsk

ukzw, kel{r,..,P—1}  (I5)
F(dsk

= Bk +a ke{P,. .. P+r—1}

N-2 7
If there exists ¢ < 1 for which the following holds:

||M/||{P,...,P+r71} <o, (16)

then we say that the controller has the convergence property.
Whether the controller has the convergence property de-
pends on the choice of the design parameters o and P. The
following Lemma (proved in the Appendix) gives a sufficient
and easy to verify condition for the existence of design
parameters with which the controller will have the convergence
property.
Lemma 1: If the following condition holds:
i = % HCAdCTH <1 17)
then it is possible to choose P and « such that the controller
will possess the convergence property.
In the state feedback case we do not need an observer

as the updates of the state estimate become simply & =
G (z,uq4,k) = zi. In this case becomes || 44]| /N < 1.

B. Results for When the System Model Is Known

The state estimation error is defined as

E(t)=a(t)—a(t). (18)

In the simpler case where A = Ay, the evolution of the state
estimation error is independent of the state. This property is
critical in proving the following proposition, which is the main
technical step for deriving the desired stability results.

Proposition 2: If we implement the controller with the
above algorithm and that controller has the convergence prop-
erty, then the state estimation error of the closed-loop satisfies
the parameterized-ISS property, (B), with £ = &.

T
The aggregate state of the system is (mT, ﬁcT) . However,

due to the analysis that follows it will be easier to state the
results for the state (z7, :I:T)T, which relates to the former
by a simple transformation of coordinates. Our first stability
result is the following:

Theorem 1: If we implement the controller with the above
algorithm and that controller has the convergence property,
then the aggregate state of the closed-loop system satisfies the
parameterized-ISS property, (), with & = (z7, iT)T.

In Theorem [I] the second inequality of (§) can actually be
written as p () < 4 <||5:||[t0’t] P (to)). We also remark that

when considering ¢y = 0, where  (0) = « (0) and p (0)

is a design parameter, Theorem [1| gives us the existence of
functions 5 € KL and v € K, such that

2O < Bz O+ (lwlp,y)

Following is an outline of the proof. We divide the trajectory
of the estimation error into three repeating phases. In the first
phase the system is in capture mode, and we show using
Lemma || that in finite time the estimation error will be
captured and the system will switch to the second phase. In
both the second and third phases the system switches repeat-
edly between the measurement update and escape detections
modes. However, in the second phase the zoom factor, u,
is sufficiently large compared to the disturbance so that the
system is guaranteed, by Lemmafd] not to switch to the capture
mode. In the third phase the zoom factor is small compared to
the disturbance and this guarantee is lost, but by Lemma [5] we
can still bound the trajectory during that phase. In Lemma 3] we
prove that the zoom factor keeps contracting during these last
two phases. Lemma [/| addresses the case of small disturbance
when the trajectory goes into the second phase after only r
sampling times from when the system last switched to the
capture mode. That lemma bounds the trajectory during both
the first and second phases, and states that this bound goes
to zero as the disturbance and the initial condition go to
zero. The three phases discussed here are defined in the proof
below using k1, ko and k3 where k; is the beginning of the
second phase, ks the beginning of the third phase, and k3 the
beginning of a new first phase.

An illustrative simulation of the proposed controller is given
in Figure 3]

The proofs of Proposition 2] and Theorem [I] will follow the
statements of the technical lemmas below. The proofs of the
technical lemmas are deferred to appendix

Lemma 3: Assume that for some time step k& we have
mode(k’ + 1) = update and pyr = 0 (i.e. a measurement
update sequence starts at k' +1). If Vk € {k' +1,... k' +
P + 1}, mode(k) # capture (i.e. by time step k' + P
the controller has not switched to the capture mode) then

vt>0. (19)

||M||{k’—r+1+P,...,k’+P} <o ||M|\{kur+1,...,k'}-
Lemma 4: There exist constants (p > 0 and ¢, > 0 with

the following properties: If for some time step k' we have
mode(k’ + 1) = update and p, = 0, and the input is such
that

1
H“H{k’—ﬂrly--wk’} > ECD ||wd||{k’fr+1,k’+P72}’ (20

then mode(m) = update Ym € {k' +2,...,k' + P —r},
mode(m) = detect Ym € {k' + P —r +1,...,k' + P},
mode(k’ + P + 1) = update, and

@l g po1y < Cu bl —pr, gy - 2n

Lemma 5: Assume that for some time step k' we
have mode(k’ + 1) = update and ppr = 0. Let k3 =
min {k’ + P, min {k |mode(k + 1) = capture, k > k' }}.
There exists a constant (,, > 0 such that if the disturbance
does not satisfy (20), then

”53”{1%.--,1«3—1} < Cuw ||wdH{k’—r—i—l,...,k’—i—P—Q} ’
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Fig. 3. Simulation of the proposed controller. Simulated here is a two-
dimensional dynamical system: &(¢) = [0.1, —1;1,0.1] & (¢) + [0; 1] w(t) +
[1,0;0,1] w(t), where only the first dimension is observed, y(¢) =
[1,0] « (t), through a quantizer with N = 3. The solid line in the left plot
is the trajectory of the system (starting at @ (0) = [1; 0]). The dotted line in
that plot is the state estimate. The dash-dotted lines represent the jumps in
the state estimate after a new measurement is received. The locations of the
trajectory and the state estimate at the first few sampling times are marked by
X. The underlined time indications correspond to the state estimate. The two
plots on the right show time segments of the measured output (Ts = 1s).
The solid line is the unquantized output (y) of the system and the dotted
line is its estimate. The vertical dash-dotted lines depict the single bounded
quantization region. The controller is in the capture mode where these vertical
lines are bounded by arrows facing outward, in the update mode where the
arrows are facing inward, and in the detect mode where the vertical lines are
bounded by small horizontal lines. Looking at both the left plot and the top
right plot, one can observe the initial transient of the system: At ¢ = 3 a
sufficient number (two) of unsaturated measurements were collected and the
controller switches to the update mode; this causes the state estimate to jump
at ¢ = 4 from the origin to ~ [—1.6;0.2]; and at ¢t = 5 the state estimate
jumps even closer to the true state. Looking at the bottom right plot, one can
observe the steady-state behavior of the simulation, where an escape of the
trajectory due to a disturbance is detected at ¢ = 119s, and then the trajectory
is recaptured at ¢ = 122s. The design parameters were: P = 6, u (0) = 0.25,
Qout = 2, a = 0.02, s = 0.05, K = [0.6, —1.5]. The disturbance followed
the zero-mean normal distribution with standard deviation of 0.2.

Lemma 6: There exist functions 0y : R>o x Ryg — Ry
and T7 : R>9 x Ry9 — Ry, each nondecreasing in v
when p is fixed, and constants (¢ > 0 and (, > 0, with
the following properties: For any time step ko such that
mode(kyg + 1) = capture there exists k1 > ko such that
kl < kO + T‘{,< (‘jk0| +CC deHijo)’ mOde(kl + 1) =
update, p, = 0, @1y, kyy < 00 (1o] + Co [|[w]| s sy )

Ty (v; . <
and [[plly, —ppq g < ,UkaQOTit(V’p); the functions ¢; and 75

satisfy &, (v p) < p@,QTf(wﬂ) Y, p.

out

Lemma 7: There exist a constant (; > 0, a class K
function &, and functions 52 R>p x Ryg — R>o and
Ty : Ryo x Ryg — Ry with the following proper-
ties: For any time step ko such that |Z,| + (o deH
€ (ik,), where (o was defined in Lemma (6] then k*
/fo + T3 (|Zk,| + Cc deH il ) satisfies ||57||{k0,...,k*}
d2 (|:ik0‘ + CC ||wd|| ;Mko)’ ||:u||k*77‘+1,...,k* < /”'koCsUT;/P
where o was defined as part of the convergence property,
mode (k* + 1) = update and py« = 0; when p is fixed the
function &y (-; p) is of class K.o; the functions 0y and T3
satisty 02 (v; p) < pCoa™2 VPP /IO Vo, p.

Proof of Proposition 2} Assume that tq = koTs for some
ko. We say that an arbitrary sampling time ko has the SS
properties if mode (ks + 1) = update, p, = 0 and 20) does
not hold with & = ky. The proof proceeds in four steps: in
the first step we derive a bound on the trajectory from kg to
ko; in the second step we derive a bound on the trajectory
from ko to infinity; in the third step we combine these two
bounds and derive the ISS bound on the estimation error; in
the fourth step we derive the bound on the zoom factor.

IA - IA

Step 1. Assume first that mode (ko) = capture. Let ko be
the first time step after ko with the SS properties. If such a time
step does not exist, define ko = co. By Lemma |§| there exists
ki < ko+Ty (|&k,| + Co ||w]|; i) such that [|Z|,, . <
5 (|1Zk, | + Cc ||wd|| ; Wk ). With Lemmas@and we also

have that if ky > Ky then |&| < CouQit,ol 7] <

k—T5 -
(M,ukonjwa T Vk € {ki1,...,k2}. As Lemma
states that d; (|5:k>0~| + o |Jw?| 5 o)
derive |Zx| < B (|Tr| + ¢ ||w]

also
< HkOCbQoTét, we can
,k;—k:o;,uko) vk €

{ko, ..., ko} where
Bc (V7k§p) =
. < Qout Tl*(V;P) E_q1
min | d; (V;P),P(Ul/p> oP " max {Cu, G}

(22)

If mode (ko) # capture then there is a time step kb, ko —
P < k4 < ko, such that mode(kj + 1) = update and py, =
0. If in addition (20) does not hold with ¥ = kb, then we
define ko = kb, and thus we have, vacuously, |Zx| < 0 Vi €
{ko,...,k2}. If (20) does hold with k' = ki, then with ko
defined as the first time step after ko with the SS properties, we
can write: |&5| < (ko0 [EH2] Vk € {ko,...,ko}. Taking
into consideration that mode (ko) = capture only if py, >
s, we get |£ik‘ < B (|£i'k0| + (o de ’ Jk— ko;,uko) Vk €




{ko,...,ko} where
B (v k-mi{ max { B (v, ki p)  Gupo [5522] ) p> s
Cupo [k}ko] p<s.
(23)

Assume now that [&x,| + (o ||w?|| < e(ur,) where

I
e(-) comes from Lemma [/| and set ko to be the first

time step after ky with the SS properties Then there
exists k* = ko + T3 (|&, such that
1215, ke < 02 (|2k ) Wlth Lemmas
‘and @ we also have that if ks > ki then
k—Tg
Zr] < CuproCso T2/ Pol T 1 Wk € {k* ko). As
Lemma [7| also gives us that 0y (|sck0 ) <
ko CsO 2/P/|C|l, we derive VE € {ko,... kg} |Zk] <

BQ (|wko| +Cc ||'w || k— ko,uko) where

Ba (v, s p) = min {8 (v: ), pCoor ™/ P max (G, 1/ |ICII} |
(24)

For fixed v and p, both limy . By (v,k;p) = 0 and
limg 00 B2 (v, k;p) = 0. Also, for fixed &£ and p, both
B1 (v, k; p) and By (v, k; p) are continuous and nondecreasing
with respect to v. However, only 52 satisfies 62 (0,k;p) =
0 Vk,p, and By is a valid bound on the trajectory only
when |Zy,| + (o ||w?]| < € (pk,). Nevertheless, it is pos-
sible to construct a class KL function, /3 (v, k; ;p), such that
B(v.kip) = Bo (v, kip) when v < = (p) and B (v,k;p) >
Bi1 (v, k; p) otherwise. With B (v, k; p) we can write |&;| <
ﬁ(|§3k0 'uko) vk € {ko,...,k‘g}.

Note that all the functions mentioned above are continuous
in v and p, Vv € R>g and Vp € R,o. They are not,
however, all continuous (or even defined) at p = 0 since
limp o T} (v;p) = oo for every v > 0. Nevertheless,
B(v,k;p) is continuous at p = 0. This is due to ¢ be-
ing of class K, which implies that for sufficiently small p,
B (v,k;p) = B1 (v k; p) = Cupo [(k — ko) / P].

Step 2. Let ks be the first time step after ko such that
mode(ks) = detect and mode(ks + 1) = capture. Set k3 =
oo if such a time step does not exist. Lemma [5] gives us that
(2]l k... ks < Cuw ||w?]|. Let ky be the first time step after
k3 such that mode(kq 4+ 1) = update, p, = 0 and 20) does
not hold with ¥ = k4. Replacing ko with ks in the previous
step, we can write

12| ks, ka} <B (|«’Bk3 'ng)
<B ((Cw ,058) =7 ([lw]]) -

Since k4 also satisfies the SS properties as does ks, we can
repeat these arguments for future time steps and arrive at
||), where 4 (v) = max {Cuv, 5 (v)}.
Note that 4 (-) is of class Koo

Step 3. Combining the last two steps, we can derive the
first condition for the parametrized ISS property at the discrete
times: for all k € {0,..., 00},

|ik¢‘ < Be (li'ko‘ 7]{7;/“00) + Ve (deH ;//fko)

where B (v,kip) = B(2v,kip) and e (vip) =
B (2¢cv,0; u) +4 (v). Note that indeed 3, and 7, are of class

KL and K, respectively. The extension from the discrete
analysis to continuous time, with the estimation error defined
as Z(t) = &(t) — x(t) for every t > to, can be proved along
the lines of [26l Theorem 6]. This proves the first line of (3).

Step 4. To construct the bound on y we consider the three
phases of the trajectory: initial capture sequence, zoom-in
sequences and subsequent capture sequences. If mode(ky) =
capture we start with p, and we grow the zoom factor until
for r successive time steps we have (N — 2) u > |g;|. Thus
at the initial capture sequence we have

[l < 2 max {ug,, [|Cl 2] / (N = 2)} -

At a zoom-in sequence we may initially enlarge u by a factor
of ||¢/|| with ¢’ defined according to (I3). However, after this
possible initial enlargement, p is decreased by a factor of o
every P steps. At subsequent capture sequences we start with
wr = s and enlarge it again until for r successive time steps
we have (N — 2) py > |9;,|- Therefore, we can set 6 from (3]
as

5 (v, po) = [ ]| Q2 max {po, s, |l |2[| / (N = 2)} .

(25)

||

Proof of Theorem [I} With A + BK being Hurwitz,

the stabilizing control law, u = K&, renders the closed-loop
system

*=Ax+ Bu+ Dw = (A+ BK)x + BKx + Dw (26)

ISS with respect to the disturbance and the estimation error.
Combining this ISS property with the parameterized-ISS prop-
erty proved in Proposition [2] and applying a cascade argument
similar to what was used to prove [22| Proposition 7.2], we
can conclude that the closed-loop system is parameterized-ISS
with respect to the disturbance. [ ]

C. Modeling Errors

We represent modeling errors as A (t) = Ag+ AA(t) with
only Ag known and AA (t) # 0. It is assumed, though, that
IAA(2)|| < 04 for some d4 € R>g and V¢ > 0. To deal with
such modeling errors the only change needed in the design is
in the stabilizing control law, where K will be chosen such
there exist two positive definite symmetric matrices, P and @,
for which the following holds:

(Ao + AA+ BK)" P+ Q <0,

VIAA@)] <da.
@27)

P(Ay+ AA+ BK) +

It is well-known and easy to show using a Lyapunov argument
that if holds then the system (26) has the ISS stability
property with respect to the estimation error and disturbance:

@ (0] <Ba (@ (to) st — to) + Yoe (|1 l,.) +
Voo (lel[tmt]) L VE> >0 (28)

where 3, is of class L and vy, ., and v, . are of class K
Such a stabilizing gain matrix K can be found by using linear
matrix inequality (LMI) techniques [27, §7.2].



With this stabilizing control law, we derive our second
stability result:

Theorem 2: Assume the controller has the convergence
property and the stabilizing control law is chosen so that
holds for some d4 > 0. Then the aggregate state of the
closed-loop system satisfies the local practical ISS property
(6) with & = (:JsT, 53T)T for some 04 max > 0, Tyae > 0
and Wpqe > 0.

Proof (sketch): The dynamics of the estimation error
between sampling times is now

T =A% — AAzx — Dw. (29)

Therefore its evolution is no longer independent of the state
of the system. The proposed controller in this case will render
the estimation error parameterized-ISS with respect to both
the disturbance and the system’s state:

|z ()] <Be (x (to) .t —to; pu(to)) +
Ve (8a 1l 13 00) ) + Ve (100110 (1) )

(1) < (1l 1 (10))

Due to the interleaved dependency of x and & on each
other we can no longer apply the cascade theorem. However,
since @1 which follows (I) is continuous, we can now apply a
variation of the small-gain theorem, Theorem [d] which is given
in Appendix [B| and arrive at the result stated in the theorem.

|

Note that for every fixed p, ve (1, 1) grows faster than
any linear function of  both at » = 0 and at » = oco. These
super-linear gains are not an artifact of our design. In [28] it
was shown, using techniques from information theory, that it
is impossible to achieve ISS with linear gain for any linear
system with finite data rate feedback.

YVt >ty > 0.

V. APPROACHING THE MINIMAL DATA RATE

Several papers ([8],[15],[16],[18],[19]) present the same
lower bound on the data rate necessary to stabilize a given
system. This bound, in terms of the bit-rate (R) to be trans-
mitted, is

Z\w-|>110g2 L
R > Rypin = —nilz2 =2 T
T,

where the 7;’s are the eigenvalues of the discrete open-loop
matrix & = exp(ATs). Note that was derived as a
necessary bound for asymptotic stability in the disturbance-
free case. Therefore it is necessary for achieving disturbance
rejection in the ISS sense, which reduces to asymptotic sta-
bility when the disturbance is zero. The following discussion
shows that any data rate that satisfies is sufficient for
achieving ISS using our approach.

The main steps for achieving the minimum data rate are:
(1) using a different NV at each sampling time; (2) selecting P
large enough, so that the effect of the reduced resolution during
the escape detection mode compared to the measurement
update mode becomes negligible; (3) applying the quantization
separately for each unstable mode of the system.

From Lemma [Tl we have that one can choose N to be the
smallest integer such that N > ||A4||. Note that throughout

(30)

our algorithm and proofs there is no requirement that N
be the same at every sampling time, as long as the con-
vergence property is satisfied. With a different N at every
sampling time, denoted by Ny, and restricting to the state
feedback case, Lemma [I] can be rephrased with the following
condition /replacing (T7): There exists P’ such that for all
k, Hf;rkp A4l /N; < 1. We can therefore choose any
N > ||Aqll, where N is the geometric average of the Ny’s,
and still be able to satisfy the convergence property.

For unstable scalar systems where A = a > 0, ||Aq4|| =
exp (aTs) = 11, and we can then choose any average bit
rate R = 1/T;logy N > 1/T} log, |n;|. For multidimensional
systems, when A is diagonalizable with real eigenvalues,
we can apply a one-dimensional quantizer on each unstable
mode of the system with a number of quantization regions
corresponding to the growth rate of that mode. For pairs of
conjugate complex eigenvalues, n; and 1;4; = 7j;, we can
apply a rotating two-dimensional square quantizer whose rate
of rotation is Zn; and its number of quantization regions per
dimension corresponds to a growth rate of |7);|. This, as well
as extension to non-diagonalizable systems, is explained in
details in [16].

VI. EXTENSION TO NONLINEAR SYSTEMS

The crucial properties of linear systems which are used
in the proof of Theorem [I] are (a) that the continuous,
unquantized, closed-loop system is ISS with respect to the
estimation error and the disturbance, and (b) that the update
law for the estimated state between the sampling times is
such that the estimation error grows between these sampling
times according to

Jim & (T, + 0] A & KT + A [0l e, 1y, +

Az ||5'9||[kTS,(k+1)TS] GD
where M., A, and ), are known constants. For
linear systems these constants are A, = |44,
P H I exp (Ag (Tsft))DdtH and A\, =

0
. If 3I) holds globally, A\, = 0 (as in the case where

the exact system model is known), and the number of
quantization regions allows the controller to satisfy the
convergence property, then the aggregate state of quantized
system satisfies the parameterized ISS property.

Neither property is unique to linear systems and both can
also be formulated for nonlinear systems. This leads to a better
conceptualization of our results. Consider a nonlinear system

@(t) = f(2(t), u(t), w(t)) (32)

with y(t) = x(t) (state feedback). State feedback control
laws that render unquantized systems ISS with respect to
either external disturbances or measurement errors have been
proposed for certain nonlinear systems; see for example the
discussions in [f], [14] and the references therein. Designing
state feedback control laws that render unquantized systems
ISS with respect to both external disturbances and measure-
ment errors is still considered an open problem. The two

lg“ exp (Ao (Ts—t))dtHéA, which follows easily from



closest results, for systems in strict feedback form, appear in
[29] §6.2.2] and [30].
Assume that (32) satisfies the Lipschitz property:

\f(a:,’u,,'w) - f({i:aluﬂo)‘ S L$‘$ - :i:‘ +Lw|U)|,

Vlz| < lp, V&<l Yw|<l, (33)

for some [, > 0,1, > 0, L, > 0 and L,, > 0. When the
Lipschitz property holds globally, as in linear systems, [, =
lyy = 00. Assuming the exact system model is known, if we
update our state estimate between sampling times according
to & = f (&, u,0), then holds with

Az = 0.

(34)
To make the convergence property applicable to state feed-
back nonlinear systems, the only change needed is to redefine

(35)

T,
- T.L, - Ty—7)Ly
Ae =€ , Aw —/ el ) d7 Ly,
0

Fusk) =X llbllgo—r,. k—1y -

A sufficient condition for the controller to have the conver-
gence property remains A./N < 1.
The above discussion leads to our third stability result:
Theorem 3: Consider a state feedback nonlinear system:

w(t) = f(:v(t),u(t),w(t)), (36)

where f has the Lipschitz property (33), and for which there
exists a static feedback u = k (2) which renders the dynamics
x(t) = f(x,k(x+e),w) ISS with respect to e and w.
If e?sL=/N < 1 then there exists a choice of o and P
with which the controller has the convergence property with
F (u; k) defined in (33). With this choice of « and P and a
choice of Q,,¢ > e’sL+ and s > 0, the aggregate state of the
system will satisfy the parameterized ISS property if it can be
guaranteed that ||z|| < I, and ||w| < l,,. This indeed can be
guaranteed for |z (0)| < Zmaz and ||w|| < Wimae such that

zr = Q (Tk; ck, fi)

Wmax S lw

(37
where 8 and v come from (I9). Therefore the aggregate state
satisfies the local parameterized ISS property. If the Lipschitz
property holds globally, then the aggregate state satisfies the
parameterized ISS property.

A natural question would be what is the necessary number
of quantizations regions needed to achieve ISS for a given
bound on |z (0)| and ||w||. Unfortunately, the theorem does
not give a direct answer to this question. Nevertheless, we can
say the following: Given T,az, ly = Wmaz, lzs Ly and Ly,
such that holds, and A\, = eTsL= if

5:5 (mmaz7 O) + Vx,w (wmam) +

max< A | x + Wmaz Aigw <l
71‘,6 X e maxr )\e _ 1 b Ae _ 1 max xr

holds, where (5, Yz, and 75, are the ISS gains of the
state feedback control law, then there exist appropriate design
parameters P, (,,;, «, N and s with which the closed-loop
system will have the local parameterized ISS property. In this
way we can reach a semi-global result very similar to the
one recently proved in [31], although that paper follows a

B (Tmazs0;8) + v (Wmaz; s) <l  and

somewhat different approach and also allows modeling errors
and measurement disturbances.

The proof of Theorem [3|follows the same lines as the proof
of Theorem [I] and it is therefore omitted. See also [11]] for a
similar result but without disturbances.

VII. CONCLUSIONS

In this paper we showed how to achieve input-to-state stabil-
ity with respect to external disturbances using measurements
from a dynamic quantizer. We showed that our technique is
applicable to output feedback, is robust to modeling errors,
and can work with data rates arbitrarily close to the minimum
data rate for unperturbed systems. We also showed that our
technique can be extended to nonlinear systems.

The following are some problems which were raised by
this work, and should be addressed in future research. In
the state feedback case, we show what is the necessary and
sufficient number of quantization regions required for Input-
to-State Stability. In the output feedback case, however, we
can only show that a given number of quantization regions
is sufficient based on which observer is implemented. It is
possible that using another observer a smaller number of
quantization regions will be sufficient. This raises the question
of what is the optimal observer. When addressing this question
one usually needs to consider also the computational resources
that are available for the observer.

In the recent paper [32], the method presented here was
extended to systems with (possibly time varying) delays in
addition to state quantization. Although external disturbances
were not considered, we did rely on the ISS property estab-
lished here after we showed that error signals which arise due
to delays can be regarded as external disturbances.

Our analysis only considers the worst-case scenario, defined
by the bound on the magnitude of the actual disturbance. In
many applications the disturbance can be modeled to follow
a certain distribution which rarely produces the worst-case
disturbance. By utilizing the knowledge of the underlying
distribution, it might be possible to get a more accurate
description of the behavior of the system. It should also be
possible in this case to provide better tools for choosing the
design parameters under different performance requirements.

APPENDIX A: PROOFS OF THE TECHNICAL LEMMAS

Proof of Lemmal[l} Assume o satisfies op; + - < 1 and
for simplicity assume also that P is a multiple of r. Then for
allle{l,...,P/r—1}

-1
m & .
H/’L/”lr,.‘.,(l{»l)rfl < U;ln + Z Ipin = V(1).
0

m—
Because 0,; < 1 we have that V' (I) converges to M=oy 8
[ — oco. We also have

N-2

<N]\_f2gp,;>rV(P/r ~-1) +7§) (N]\_f 20pv:>mNOi 2}.

N
Il py,.. . poy < max {N_QUPZ'V (P/r—1)+




Since we can make V' (P/r — 1) arbitrarily small by taking P
to be large enough and o to be small enough, we can make
Il p—,  p_y <1, which satisfies the convergence property.

|
We will use the following definition in the proofs below:
-C —-CA;! —CA;™?
0 -C ~CA;™
D= : : :
0 0 - —C
0 0 . 0
Proof of Lemma |3} Set A\ = H/L||{k,77,+1_’m7k,}. Between

time steps &' + 1 and k¥ + P, p is updated according
to (I3) or (14). Note that F'(u;k) depends linearly, with
positive coefficients, on py—,, ..., ur—1. Therefore, it is easy
to see by induction from k¥ = k' + 1 to k = k/ + P that
wre < Al"’;c—k’-‘rr—l' As we have that condition (IEI) holds, the
result of the lemma follows. ]

Proof of Lemmad} The settings mode(k’ + 1) = update
and p = 0 imply that for m € {k' —r + 1,...,k'} we had
saturated(m) = false and either mode(m) = capture or
mode(m) = detect. The structure of our quantizer is such
that if saturated(m) = false for some m, then |g,,| < tm
where y,, = zm — Y, denotes the quantization error. The
observations can be written as

l l
_ l § —i,.d § —i,.,d
i=1 i=1

+ Yy (38)

Since the state estimate (I0) was chosen so that & = @ in
the absence of measurement errors and disturbances, we get
together with (38) that

~ d
Yi—rt1 Wr_ry1

& =G +GD (39)
Yy wi_,

When taking the next measurement at time step k& + 1, the

distance between the real output, y,_, ;, and the center of the

quantizer C&;  is

Y1 — Oy | = |CAsE + Cwi| <

Fusk+1)+ H [CAdGJS | C] H [ P—cT!
Given that (20) holds with
(p = H [CAde) | C] ,
we have from (T3) that
i1 — Oy | < Ny (41)

The structure of our quantizer guarantees in this case that
|g}k +1‘ < pi+1. We can now repeat these arguments and show
that (39)-@1I) holds for all k € {k',... . k' + P —r}.

At time steps k' + P — r the controller will switch to
mode(k'+ P —r+1) = detect, and we will have for | = P—
r+1 that |y, ; — CZy 4| < (N = 2) g4 This guarantees
that both |§ 4| < w4 and saturated(k’ + 1) = false,

thus mode(k’ + | + 1) = detect. Again, we can repeat these
arguments for | € {P —r+2,..., P} with the exception that
for [ = P the controller will set mode(k’ + [+ 1) = update.

Based on (39) we can bound the estimation error for [ €

{0,...,P—1} as
‘i$+l‘ < ||GH ||/’L||{k’fr+1,‘..,k’+l} +
5 d
HGDH ol iy
<Cu HMH{kurH ..... k'}

where
. / = (67
o = NG o, p2y + €D £

Note that in the definition of {, we used the constants p'’s
defined in (T3). [

Proof of Lemma[3] If (20) does not hold, then it will not
necessarily be true that ||| < ug, Vk € {K' +1,... .k +
P — r}. However, since now we have that

19l ¢k i,y <Nl pry

1
S&CD de||{k/—r+1,k’+P} (42)

we can still bound the estimation error as follows. For k €
{K',..., ks} we have

5] <Gl 19l ety +

HGEH deH{k—r-&-l,...,k—l}
[F5all < ICAal [EE[] + 1C1 e

Iterating these two inequalities and combining with (@2) we
get |:ic;r| < Cw ||wd| | Where

K —r+1,... k—

G =61 1CAGIT o + 6D +

P
> lGllcac)™ ([|caad| + ).
m=1
|
Proof of Lemma [6} Let k; be the first time step after ko
such that mode(k1+1) = update (let k; = oo if no such time
step exists). We now have that for all [ € {0,...,k; — ko}

-1
_ I~ l-m—1
%y ] <IAall' [@rol + D 1Al ™™ iy 4]

m=0
N Agll' =1
< Al firy ) + AL =L
—|| d” | ko| ||Ad|| 1 H H
l ~
<[ Aall” (12| + ¢ [|w?]]) 43)
where (¢ = m. Now, the zoom factor grows as py,+; =

o2, Define

* . C 14
Tl (1/; p) = Imax {O, longut/HAd” (p(|]V||—2)> + 1} +'f’—1

and note that when p is fixed, 77 (-;p) is a nonde-
creasing function. Assuming mode(k) = capture Vk €



{kﬁo—i-l,...
have

ko + [Ty (|| + Co |Jw|| 5 1) |}, we will

Ca <|C |z,

k0+LT1*J—r+1

<(NV-2) Po+ | Ty | —rt1°

Ynot |77 |—r+1 ~ C%p i |17 | v

Thus saturated(ko + |T5y| — r + 1) = false as well as
saturated(ko + |T7] + 1) = false for | = —r+2,...,0
which guarantees that k1 < ko + 77 < oo where k; is the
first time step after ko such that mode (k1 + 1) = update and
Pk, = 0. Using @3) we can bound the estimation error until
the controller switches to the measurement update mode at k;
by

||;E||{ko,...,k1} Ssl (|"iko| + CC ||wdH ;.uko)
01(v; p) =||Ag||"T P,

also  that & qgcko
Ty (|wku|+40||w (31410

IA

Note ; Mk )
- (N-2)

Lo Co 00 where ¢, = e

Proof of Lemma [/} Assume first that mode(k:o) =
capture and consider the case |Zy,| + (¢ [|w?| < ’H‘
Following the same arguments as in Lemma [§] which led to
(@3), we can write for [ € {1,...,7}:

I &ky 1] < ICI Al (20| + Co [|w0]))
</-“fOQout = Hko+1-

This implies that if mode(ko) = capture, then at a sampling
time not later than k¢ + r the controller will switch to
the measurement update mode. If for some time step k the
following holds

lyr — Cari | < 1O @ | < (44)

then the output from the quantizer will be such that z; =
¢ = Cx,. If for some time step k' (@4) is true Vk €
{K' —p,...,k'}, and &}, is updated with G(z;u?; k'), then
we will have ﬁ:;/ = &,,. This implies that &;» = AsZp_1 +
'wg,_l. In turn, this means that as long as (]Z_ZI) holds VI €
{0,...,k* — ko}, even if mode(k*) # capture, then so does
@3) Vi € {0,...,k* — ko}.
Now define

log(HAd”P) log(o)

£ ) = (1) s (14417) (4 oy ton 13417

ps
T3 (vip) = P {logc, (“pf))J

. . /
$T ke{r,{.r,lir-ﬁl-P—l} k)< o

Note that in the definition of ¢ we use the x'’s defined in (T3))

and we assume without loss of generality that ¢ > 0. Assume

also that |Zy,| + (¢ ||'wd|| is sufficiently small such that

T (|&r,| + Co ||w|| s ky) = 7+ P. We defined ¢ and T3

such that we will have for all k € {ko,...,ko + T5 (JJw|)}

7 Z‘ukUgJT; (|ik0 |+CC||wd||;Hk0)/P

>& (|&k,| + Co || w]| 5 o) (45)

and

Tro | +CollW g ) }

< (AT (|a:k0\+<c|\'w o) 1) (21| + Co ||w]|)

o (|| 4417
~ dl| . log(o)
< (f('”’“'”c”“’ ””“”’“)) Icl
[koS
(1&ko | + Co |w]]) = € (J@ko| + Co [Jw?|| 5 o) -
In deriving the first inequality in (@6) we used (@3] to bound
the estimation error — even though it is not true that mode(ko+

l) = capture VI < Tj, we can still use @3) since @3) and
(@6) imply that (@4) holds. The proof is completed by setting

L&)
52(V7p)_ ||C|| )

(46)

(s = Qoue/s 47

and letting €(-) > 0 be any class K function such
that e(p) < ﬁ and T5 (¢(p);p) > r + P. Note

that the function &5 (-;p) is a class K., function for

each fixed p, and that 0, (|Zko| + Co ||| 5 pre) <

g G0 T2 ([Bral+<el|wllna) /2 . m

APPENDIX B: SMALL-GAIN THEOREM FOR LOCAL
PRACTICAL PARAMETERIZED ISS

The following is a modification of the small-gain theorem
(23, Theorem 2.1]). It states that the interconnection of an
ISS system and a parameterized ISS system, under a small-
gain condition, results in a local practical ISS system. The
modification is due to the additional third signal u, that does
not have an ISS relation with respect to the disturbance, and
due to the fact that the small-gain condition only holds locally.
We believe the results of this appendix have independent
interest beyond the scope of proving Theorem [2] Indeed, they
had already been used (in a different context) in [32]].

Theorem 4: Consider two systems whose state variables, 1
and x,, satisfy the ISS and the parameterized ISS properties,
respectively:

@1 ()] <81 (J21 (to)] £ — to) +m (12l ) +

¥ (Il )

@2 ()] <62 (|3 (to)] ¢ —
6 | 1 (10)) +

(szn[to,t] p(to))

to; p (to)) +
Y (0l 00 (10)
Yt >tg > 0.
(48)
Assume the first trajectory, @;, is continuous. Then the
interconnected system will satisfy the local practical input-
to-state stability property: Jdmax, Tmax, Wmax € Rsg such

that V§ < Omax> V|21 (0)] < Zmaxs VX2 (0)] < Zmaxs
V”“’H[o,t] < Wmax;

o1 <5 (| (226
A (0)

b= to> + Yie (Hw”[to,t]) +
49)



for all ¢ > tg > 0 where ;. is of class L and ;. and \ are
of class Kxo.

The proof of Theorem [ will come after the following
intermediate results.

Lemma 8: Assume for some % a signal x satisfies

el <d+ ([2ly,y), V2t G0

and

lim 2 (7)| > 2 (), v to (51)

(any discontinuity in the signal results in a decrease of the
norm of the signal). Assume further that for some 7o > r; > 0,
A<l

(52)

v (r) < Ar Vr € [ry,72]

and

1
Tmax = Max {7"1, )\d} < 7ro. (53)

]_ —
Then given that |z (t9)| < Zmax, We have

HwH[tO,oo) S Tmax-

Note that in particular every continuous signal satisfies (31)).
This lemma is stated more generally than what is needed to
prove Theorem ] In the proof of TheoremM]it is applied on the
state «; which is assumed to be continuous. When Theorem
M) is used to prove Theorem [2] @ corresponds to the state
of the system, which is indeed continuous. The state x5, on
the other hand, corresponds to the estimation error which may
be discontinuous at sampling times. We note that in the state
feedback case the estimation error does satisfy (51)) due to the
construction of our quantizer, and so we could have applied
Lemma @ on x5 instead of on @x;. This observation will be
useful when considering other extensions such as delays [32].

Proof of Lemma [§ Assume on the contrary that there
exists t' > to such that |x (¢')] > Zmax. Choose ¢ =
Tmax + min {||a:||[t0’oo) — Tmax; T2 — Tmax [ /2 SO that ¢ =
inf {7 > to| [& (7)| > €} is well-defined. By definition of ¢,
[l|] to,t) = Tmax+€ and from | (to)] < Zmax and 1), t > to
and [\az ()| = Tmax +¢. Thus |||, 4 = Tmax +€ < r2. From
(50) and (52) we can now write |||, ; < d+A |||, ,. and
conclude using (33) that [ll{t,4) < ¥max. This contradicts
[T =

A corollary of the small-gain theorem [23, Theorem 2.1]
gives us the following local result:

Lemma 9: Given B1, 2 € KL, V1,4,72,2 € Koo, and p <
1, there exists 8 € KL and vy, A1, A2, A\g € K4 such that for
every 71 > rg > 0 which satisfy the small-gain condition

7171’ (72,13 (7’)) S 14 Vr € [T()vrl] )

the following property holds. For every three signals x;, xo,
w satisfying Vi > to > 0

21 ()] <61 (21 (to)| = to) + 1.0 (12lly.) +
Viw (HwH[to,t]> +di
2 ()] <62 (2 (t0)] t — to) + 7.0 (1l 1) +

V2w (”wH[to,t]> +dy

for some i, v2,0 € K and di,ds € Ry, if it can be
guaranteed that [|@1 ([ ) < 71, then V¢ >t > 0:
@1 (to)

a0l <6 (| 2200 | 1= ) +9 (20 (loll ) +
Y (200 (110l 0.0) ) 21 (1) 42 (d2) 420 (r0) .

Proof of Theorem [} Choose arbitrary r1 > ry > 0,
5[

max > 0, [ such that 7t > v, (72 (0ax715 #(0)) 5 £(0)), p <
1 and consider the following small-gain condition:
Vr € [ro,r1] C R>o, VYu e [0,a].
(54)
For every fixed u, 1 (-) and ~2 (-; ) are of class K.
Thus for every r € |[rg,r1] and every p € [0, f]
there exists a small enough but strictly positive 0 (r, 1)
for which the small-gain condition holds. Set dpax =

Y1 (y2 (67, 1)) < pr,

min (Znaxv minre[ro,m] d (Ta ,u) > 0.

pe(0,f]
Since p in (34) is strictly smaller than 1, there exist a > 0

and p’ < 1 such that

Y1 (1 + @) 72 (OmaxT; 1) < p'r, V7 € [ro, 1], Vi € [0, f] .
(55)

For all nondecreasing functions v and all « > 0, a > 0 and

b >0, we have y(a+b) < v((1+a)a)+~((1+1/a)b).
Using this and (53)) we can derive V¢ > 0,

(8] <Ay (f21 (0)].0) + 7 () +
0 (B 12 01,0100 + 2 (B bl ) +
3 (ol o) )

<B1 (j@1 (0)],0)+
71 (14 )% (Gmas 21l 520)) ) + 7 (]

24! ( (1 + i) X
(B2 (|22 (0)], 05 12(0)) + v (||| ;M(O)))>-
Define

soo (|21 (0)] ;|22 (0)], 1 (0), [|wl]) =

! (wummmum+vmwm+

1—p

%((L+i>wN@ﬂ®L&u®D+vww;u®D0>.

By the choice of [, it is always possible to find Spax < 71,
Tmax > 0, Wmax > 0 such that

soo (|21 (0)] |22 (0)], 1 (0), [[w]]) < Smax <71,
Y2 (5maxsmaz; 1% (0)) + 0 (”’LU” s (O)) y (0)) < /j‘



V|21 (0)] < Tmaxs V@2 (0)] < Tamax, ¥ [[wlljg < Wima-

(56)

Given that (56) holds, we can use Lemma [§] to get
[Z1[{0,00)] < Smax- Using [@8) we can also derive the bound

”:u’ll < /M (62 (|w2 (0)| 7O;M (0)) + 72 (5maxsmam§lu/ (0)) +

v (Il 5 1(0)), 1 (0)) < fi.

And with this, we can write

21 ()] <Br (1 (b0, — to) + 7 (12l ) +

Y (I0ly.q )

|2 (t)| < max B2 (|22 (to)|,t — tos ) +

pe(0,f)

max Omax || ; )—i—
ME[O,ﬂ]%( 1l 1
max w ;
mas ([l 5 10)

for all t > ty > 0. Note that for every fixed u € R>g
the function (5 (-,+;u) is a function of class CL and the
functions s (+; ) and ~ (-;u) are of class K. They are
also all continuous in y. Thus taking the maximum of these
functions over p is well defined and does not change their
KL/K s characteristics. Note that we can actually satisfy the
following small-gain condition V6 < dpax:

Y1 (72 ((57”, I'L)) < poT, Vr € [)\ (6) arl} - RZO? V/J, € [O’p/] .
where A € K. Lemma [ now gives us @9). [ ]
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